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Some Basics of 
Neural Network Model 



NN model in Zhu et al. (2018) 
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The Network is a Function
Or the “black box”
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• Radiative kernels: 
                      f ( meteorological variables ) = TOA radiation flux 
 



The Basic Unit: Perception

4

Hot water Cold water

Wi

Temperature Flux

Feeling: 
Comfortable or not

• More generalized form:



From Neuron to Network
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• Combination or composition of perceptrons 
can represent more functions  

        f + g  or  f ∘ g

• Multi Layer Perceptron• Linear Regression

• Logistic Regression

W2=1W1=1



Universal Approximation Theorem
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a three‐level MLP with one hidden layer can approximate 
any bounded continuous function with enough samples, 
appropriate weights, and suitable number of the hidden nodes

• Arbitrary-width case: sufficient nodes 
• Arbitrary-depth case: deep network 

• But how many nodes?

How to determine the weights? 
• update the weights whenever the outputs are wrong



Learning the Parameters
Update the weights whenever the outputs are wrong
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• Mean Square Error used in this paper

• Minimize the divergence/"Loss" 

• More frequently used form: 

• Visualization for the 2-dim case



Further Noteworthy
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• Data normalization • Sampling problem: size of dataset, extrapolation • Overfitting and early stop



Thank you


